
Prediction in goal-directed action
Fiehler et al

• Prediction allows humans and other animals to prepare for future 
interactions with their environment. This is important in our 
dynamically changing world that requires fast and accurate 
reactions to external events. 

• Knowing when and where an event is likely to occur allows us to 
plan eye, hand, and body movements that are suitable for the 
circumstances. 

• Predicting the sensory consequences of such movements helps to 
differentiate between self-produced and externally generated 
movements. 
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Figure Legend: 

More ways in which interception could be controlled.

 



Efference copy as a form of prediction

• Imagine watching a train pass by. If you do not follow the train with 
your eyes, its image will sweep across the retina while the image of 
the context surrounding the train will not. If you do follow the train 
with your eyes, its image will be (more or less) stable on the retina, 
while the context's image will produce a motion sweep. 

• How does the brain figure out when to attribute retinal motion to 
object motion and when to attribute it to movements of the eyes?

•  Von Holst and Mittelstaedt (1950) proposed that when a motor 
command is sent to the muscles that move the eyes, a copy of the 
efferent signal is simultaneously sent to visual areas of the brain.



Vision for Manipulation

Jitendra Malik



Eye  Movements while making a cup of tea

 Land, Mennie and Rusted (1999)



This may be the first example of ego-exo video









Eyes are directed towards where information 
that will be useful in the near future is likely 
to be found
• This has been demonstrated for various everyday tasks such as 

making tea (Land, Mennie, & Rusted, 1999), making a sandwich 
(Hayhoe, Shrivastava, Mruczek, & Pelz, 2003), walking (Matthis, 
Yates, & Hayhoe, 2018) and driving (Land & Lee, 1994; Wilkie & 
Wann, 2003). It has also been demonstrated for more specialized 
activities such as reading the score when playing music (Furneaux & 
Land, 1999). 

• In all these cases, gaze precedes and guides movements of the arm 
or leg. Similar eye movements guide tasks that do not involve such 
movements. For instance, when reading (Rayner, 1998), searching for 
an object (Eckstein, 2011), or identifying faces (Peterson & 
Eckstein, 2013), observers move their eyes to where they anticipate 
to find the most relevant information at each moment. In general, 
people anticipate when they will need certain information







Transferring at different abstraction levels
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Human Hands in Egocentric Videos are Informative

1. Attending to hands localizes and stabilizes active objects.

2. Hands show where all we can interact in the scene.

3. Analyzing hands reveals information about objects: their state and how to interact 

with them.

Close

Adducted Thumb

Grasp

Open

Slide credit: Saurabh Gupta



Interactive Object Understanding

A) Which sites can we interact at?

(cupboard handles)

B) How to interact with those sites? 

(using adducted thumb grasp)

C) What happens when we do?

(the cupboard opens to reveal 

condiments)

Learn through observation of human

hands interacting with the world.

Goyal et. al. Human Hands as Probes for Interactive Object Understanding. CVPR 2022



Imitation Learning for Robot Manipulation
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3D reconstruction

Reconstructing Hand-Object Interactions in the Wild

Zhe Cao, Ilija Radosavovic, Angjoo Kanazawa, Jitendra Malik  (ICCV 

2021)



Reconstructing Hands in 3D with Transformers
Georgios Pavlakos, Dandan Shan, Ilija Radosavovic, Angjoo Kanazawa, David Fouhey, Jitendra Malik



HaMeR Results



Reconstructing Hand-Held Objects in 3D

Jane Wu, Georgios Pavlakos, Georgia Gkioxari, Jitendra Malik
https://arxiv.org/abs/2404.06507 

Builds on two previous foundation models : HaMeR (Berkeley) and MCC  

(Meta)

https://arxiv.org/abs/2404.06507


Multiview Compressive Coding for 3D Reconstruction
CY Wu, J Johnson, J Malik, C Feichtenhofer, G. Gkioxari











Comparison to prior work. Chamfer Distance (cm2) and F-score (5mm, 10mm).
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A,B) Learning Object Affordances
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Shan et al. CVPR 2020.  Understanding Human Hands in Contact at Internet 

Scale.
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A,B) Learning Object Affordances

Affordance from Context Prediction (ACP)



Learning Object Affordances: Results



Learning Object Affordances: Results
Grasps Afforded by Objects (GAO) Task

Top Ranking Objects predicted by ACP

Large Diameter Medium WrapPower SphereParallel ExtensionPrecision Disk Sphere 4 Finger Sphere 3 Finger



Interactive Object Understanding

A) Which sites can we interact at?

(cupboard handles)

B) How to interact with those sites? 

(using adducted thumb grasp)

Learn through observation of human

hands interacting with the world.
Slide credit: Saurabh Gupta



Look Ma, No Hands! Agent-Environment 

Factorization of Egocentric Videos

• Matthew Chang, Aditya Prakash, Saurabh Gupta

NeurIPS 2023



𝐼𝑡−1𝐼𝑡 Agent 

Segmentation 

Model

Agent-Environment Factored
Representations

𝑚𝑡
𝑎𝑔𝑒𝑛𝑡

𝑚𝑡
𝑎𝑔𝑒𝑛𝑡

𝑚𝑡
𝑎𝑔𝑒𝑛𝑡

𝑚𝑡
𝑎𝑔𝑒𝑛𝑡 𝐼𝑡

𝑎𝑔𝑒𝑛𝑡

𝐼𝑡
𝑒𝑛𝑣

Video Inpainting Diffusion Model



𝐼𝑡

VQ 

Encoder

Input Image

𝐸

Video Inpainting Diffusion Model (VIDM)

+

𝐼𝑡−1

Input 
Images

…

𝐼𝑡−1

𝐼𝑡−ℎ

+

+

Concat Noisy 
Image and 
Mask

Spatial 
Features

Convolution Spatial 
Features

Flatten and 
Concat

𝐴

Attention 
Block

Reshape To 
Spatial

Multi-Frame Attention Block x8

𝐶

Down/Up 
Sample

3D 
Convolution

𝐶3
Predicted 
Noise

𝜖
~

Cross-attention to draw 

from previous frames



Visualizations



Visualizations



Visualizations
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Using the Factored Representations

a) Affordances
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b) Reward functions from human data
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Robot Learning through Reward Functions Learned on Video Data

Ours
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